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A Digital Communication Scheme
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LDPC Codes: Error Correction and 
Beyond

• LDPC codes allow a convenient trade-off between error rate
performance and decoding complexity
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Random LDPC Codes vs. Structured
LDPC Codes

• In most scenarios, protograph-based codes are
considered

• Structured LDPC codes often guarantee significant
savings in terms of encoding and decoding complexity

• Quasi-cyclic LDPC codes allow a convenient
theoretical analysis and they can be seen as
protograph-based structured codes

• Random LDPC codes have to be analyzed in
probabilistic terms and leave less space to the code
design
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SC Codes and Optical Communications: an 
Ideal Match? 

• Modern optical communication systems require high-performing error
correcting codes that support throughputs of 100 Gbit/s (or multiples)

• Coding gains close to the theoretical limits at a target BER = 10−15 are
recommended

• Protograph-based spatially coupled codes are recognized as a suitable
solution to these challenges[2]
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LDPC codes

• Low-Density Parity-Check codes[3]

• Graph-based codes → Tanner graph[4]

𝑯 =
0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

• Cycles deteriorate the performance of iterative

decoders

• The girth 𝑔 of a code is the length of the shortest

cycle(s) in its Tanner graph
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Spatially Coupled LDPC Codes - Coupling
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Spatially Coupled LDPC Codes – Lifting
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Sliding Window Decoding
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Complexity and Latency of a Sliding
Window Decoder

• The decoding latency Λ𝑆𝑊 only depends on the window size and on 𝑎

• The average decoding complexity Γ𝑆𝑊 also depends on the average
number of decoding iterations, the number of quantization bits and on
the column weight

൝
Λ𝑆𝑊 = 𝑊𝑎 = 𝛼 𝑚ℎ + 1 𝑎 = 𝛼𝑣𝑠

Γ𝑆𝑊 = 𝑊𝐼𝑎𝑣𝑔𝑓 𝑐, 𝑎, 𝑞, 𝑤𝑐

• Spatially coupled LDPC codes achieve capacity over a broad family of
channels under belief propagation decoding[6]

• This happens for 𝐿 → ∞, 𝑀 → ∞, 𝑊 → ∞

[6]
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Main Contributions

1. COMPACT CODES

• Lower bounds on the constraint length of some families of SC-
LDPC codes which allow to avoid cycles up to a given length

• Design methods permitting to achieve or approach these bounds

2. LOW-WEIGHT CODEWORDS AND CYCLES

• Codewords can be associated to a number of cycles in the code
Tanner graph

• Heuristic method based on the removal of some cycles yielding
improved minimum distance properties and error rate performance

3. DECODING PARAMETERS:

• Heuristic method to find the best possible trade-off between
window size and number of iterations of sliding window
decoders
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Constraint Length: Bounds vs. Exhaustive
Search
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Design Based on Sequentially Multiplied
Columns
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Error Rate Performance
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Connection between Low-weight
Codewords and Cycles

• In codes defined by a parity-check matrix with column weight 2, any
minimal codeword can be unambiguously associated to ONE cycle in
the Tanner graph

• When the column weight is larger than 2, we have to deal with more
complicated mechanisms

• Any minimal codeword can be decomposed in a number of cycles
overlapping in some positions

• A punctual removal of these cycles yields improvements of the code
minimum distance and error rate performance
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Code Design

1. Estimate the code minimum distance and look for its low-weight

codewords[13]

2. Find the cycles associated to low-weight codewords

3. Modify 𝑯 in such a way that all the cycles with the same length as

those in step 2. are removed and estimate the code minimum distance

4. Repeat step 3. until the minimum distance achieves the upper

bound[14] or all the cycles in the decomposition of a low-weight

codeword are unavoidable
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Error Rate Performance

• Based on the heuristic procedure, we have removed the cycles causing the

occurrence of low-weight codewords from the code Tanner graph
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Complexity Constrained Scenarios

• The decoding complexity of a sliding window decoder is

Γ𝑆𝑊 = 𝑊𝐼𝑎𝑣𝑔𝑓 𝑐, 𝑎, 𝑞, 𝑤𝑐

• Complexity may need to be kept limited due to scarcity of hardware

and software resources

• We have proposed a heuristic method to find the best possible trade-off

between window size and number of iterations of sliding window

decoders

• We have considered PEXIT analysis, which allows to analyze the

convergence behavior of protograph-based codes[17]
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An Optimal Choice of the Decoding
Parameters

• There is an optimal choice of (𝑊, 𝐼𝑎𝑣𝑔) which minimizes the threshold
𝐸𝑏

𝑁0

∗
, with 𝐼𝑎𝑣𝑔 =

𝐶

𝑊

Lower

complexity

Larger

complexity
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Error Rate Performance

• For each code (color) we have considered the minimum threshold (marker ‘○’), a

point to its left (marker ‘x’) and a point to its right (marker ‘□’)
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Conclusions

• Compact codes allowing for significant savings in terms of decoding

complexity and latency under sliding window decoding can be designed

• The small window sizes enabled by compact codes makes them

interesting for future scenarios

• The performance of these codes can be further improved by careful

analysis of the code Tanner graph and choice of the decoding

parameters

• Many properties of spatially coupled LDPC convolutional codes are at

least as good as those of their QC-LDPC block counterparts
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