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Introduction

» Modern networks are characterized by
heterogeneous applications

» The same architecture must adapt to I
different scenarios in real time i)
\ = RL =~
S (M),
\ < RL =~

» Network control is distributed among M A
multiple autonomous units \/ \]
Network
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Introduction

1. We need to estimate the overall network status
- Network Mapping

2. We need to coordinate multiple control units
-> Distributed Learning

3. We need to balance resources among services
- Resource Allocation
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Network Mapping: Scenario

We consider a group of autonomous nodes that move in a
2D or 3D scenario. At each timeslot t, each node n € WV
=

» Uses local sensors to observe the
environment and estimate its own state g 7“ <<( )))

» Spreads its state estimate according to
some communication strategy

» Exploits the received information to "

estimate the overall network state B N s

. ‘m :v ﬁ) &Q\k
: LF
) HF
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Network Mapping: Model

Each node n € IV is equipped with || Unscented
Kalman Filters (UKFs):

Tracking model

» The node n uses one UKF to compute the accuracy

state estimate §,, ,(t)

» It uses the other UKFs to compute the

state estimates §,, ,(t),VKEN: k#n Communication

o strategy
The system performance is given by:

0 === Tnen([3nn(®) = 52 (O] + Zien renln i (©) = s ©)])
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Network Mapping: Approach

J Transmission
Benchmark: |
new communications are started according
to the age of the information l |
New proposal: N | |
new communications are started according t e e —
to the urgency of the information
. e} | |
» Each node n € V- implements as

additional UKF emulating the tracking
process of the other nodes f

0.0 T
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Network Mapping: Results

2.0
. . "= 1.5
We tune communication 5=
according to: S
s 8
© 44 Cia
. ZU *
» Channel sensing 5 Periodic Broadcast (PB)
?é 4 Channel Sensing PB
] ] ﬁ 0.5 - ® Neighbor Aware PB
> State eStlmatlon Error Broadcast (EB)
© Channel Sensing EB
* Neighbor Aware EB
0.0 - - 1 .
0.0 0.2 0.4 0.6 0.8 1.0

Inter-transmission time |s]

F. Mason, M. Giordani, F. Chiariotti, A. Zanella and M. Zorzi, "An Adaptive Broadcasting Strategy for Efficient Dynamic Mapping in Vehicular Networks,"
in IEEE Transactions on Wireless Communications, vol. 19, no. 8, pp. 5605-5620, May 2020
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Network Mapping: Approach

Groundtruth

We design two new models, named CTRA+ and e
3D-CTRA, to operate in 3D scenarios —= 3D-CTRA

» More advanced models lead to a higher
communication overhead

A A
Y 4
4|B S.B 12‘B
X v cs | o2y | v | =0 |6 |6 | ‘
@
= CTRA+ | (i) y(t) A 6] o |v@)]| o | w
Y
X) X) 3D-CTRA z(t) y(t) z(t) |6@) | o) |v(t)| @ | w | ¥
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Network Mapping: Results

100—7—7— |
B CS 1
R()- [ CTRA -
) B 3D-CTRA
SF - Spreading Factor E 60
—
CS = Constant Speed go
g T -
v 40_ T T
CTRA = Constant Turn Rate .o
. av!
and Acceleration HFH
20- + !
B0 sis WHW B
SE7-125 SFEF7-250 SF&-125 SFE&-250
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F. Mason, M. Capuzzo, D. Magrin, F. Chiariotti, A. Zanella and M. Zorzi, “Remote Tracking of UAV swarms via 3D mobility models and LoRaWAN communications,"

in IEEE Transactions on Wireless Communications, vol. 21, no. 5, pp. 2953-2968, October 2021
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Distributed Learning: Scenario

We consider a group of autonomous nodes that move in
a 2D scenario. At each timeslot t, each node n € V:

» Spreads local information according <<( D)))
to some communication strategy T

» Exploits the received information to
estimate the overall network state s 10 15 s o3 o s 10 1

» Decides in which directions to move 5
in order to reach a target location 1
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Distributed Learning: Model

» Each node is controlled by a
. - ]’ ) S -> A
Reinforcement Learning (RL) agent i), m0)
computing its policy m(:): 8§ —» A RL —_—

1\’
UG (S, g, Se41,Te41)

f

L N
L/j,

» At each step t, the agent observes

] T(sy) = a,
the state s, € §, takes an action

St+1,Tt+1

a; € A and receives a reward r; 4

» |In our system, multiple agents interact
with the same environment

Performance is given in terms of:

Success probability P,  Step per episode Nge
SIGNET
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Distributed Learning: Approach

Centralized training: N m? ﬂ m )

all the nodes share their local o 1N () i
experience with a central agent TRy o
(St @t Se+1,Te+1) °:’) | l\:‘L\J

Distributed implementation: : 151 K”J

each node is controlled by a different 7 Rl =

instance of the central agent flfl transfer Ly lk{&

. o
» We can adapt the same system to new scenarios ™
by the Transfer Learning (TL) paradigm ..ol 3
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Distributed Learning: Results

100 > |ldeal communication

Successful episodes |%|

80 » Realistic communication
60 1 X '
i B - |
y @ eT—=T E ) q d
40 J l % i
g 1
20 i = 0.2 e P
wn =
n
o2 _I I
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L= v
Training episodes
10 20 30 40 50 60
e-greedy B Softmax —— Benchmark )
Step per episode
' e 750 episodes = T'L with 375 episodes
Benchmark = Look-ahead algorithm ——TL with 750 episodes  =e= 3000 episodes

== Benchmark

F. Venturini, F. Mason, F. Pase, F. Chiariotti, A. Zanella and M. Zorzi, “Distributed Reinforcement Learning for Flexible and Efficient UAV Swarm Control,"
in IEEE Transactions on Cognitive Communications and Networking, vol. 7, no. 3, pp. 955-969, September 2021
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Distributed Learning: Approach

Ideal scenario: me() Sala
all the nodes observes the W)
same system state EA

100 *mm

Benchmark scenario:
the communication policy is 80-
pre-determined

D
o
1

New proposal:
the communication policy is
adapted to the control policy | — 25th-75th percentiles

-=== Mean

o
()

Step per episode

[\
()

0 I 6 7 12 13
Episode [10?]

Federico Mason - masonfed@dei.unipd.it
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Distributed Learning: Results

100
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) - —_ i i
1
0 .
RC CC DIJCC CJCC oC
Communication strategy

OC = Omniscient Communication

RC = Random Communication DJCC = Distributed Joint Communication Control

CC = Closest Communication CJCC = Centralized Joint Communication Control
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Resource Allocation: Scenario

We consider a network with multiple traffic flows ¢ € &
associated with specific slice classes o € X

» Flows contend for the same
computational and

communication resources Lof - eMBB s
© 0.8 2 Pl
» Performance depends on 2 osT— 17
both resource allocation g 01 §,
and slice characteristics goz21 /
N /‘
0.0 + . & oL s 3 & +- -

00 02 04 06 08 1.0
Resource assigned

> sIGNET N e S



Resource Allocation: Model

U'\?KL
We associate each node n € N and link £ € L S RL i),
with a learning agent. At each timesiot t: <>/! DU < RL =
\ () SoansonreD) W~ LA <
» Each node n € V' allocate its ~__ /n(_)
computational power M
| | ®—
> Each link £ € £ allocates its
communication bandwidth Network
» Each flow ¢ € @, computes its
performance as f,(¢,t) The system performance is given by:

1 = ITl>| 2ises ZchCDG fs($, 1)
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Resource Allocation: Approach

Centralized training: -I@ﬁ j

. : Trainin Nod :
we train a different agent for each ® Jontoslors| | Link
) controllers
resource type and slice class (L

m . ||m
M B|lm B
===
(<b] [<b]
i

manager

Distributed implementation:
we implement a different agent for
each network facility and traffic flow

Transfer Learning (TL) can be used to
refine the learned policy during the testing phase!
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Resource Allocation: Results

1.0 T T T T L T T 1
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" T+ | BN DRL-T W Static 5
0.0ttt 8 o
DRL-TP Dumbbell Triangle Pyramid O 0.4 : : i
A | ! i | I
T T 1 | A .
55 ! I
DRL = Deep T T
. . |
Reinforcement Learning :
0.0 ' T T T T T T
Pyramid Pyramid+

F. Mason, A. Zanella and G. Nencioni, “Using Distributed Reinforcement Learning for Resources Orchestration in a Network Slicing Scenario,"
in IEEE Transactions on Networking, vol. 31, no. 1, pp. 88-102, Feb. 2023.
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Resource Allocation: Approach

Ideal scenario:
learning agents and network users
exploit dedicated resources

Real scenario:
learning agents and network users
exploit shared resources

M

There is a trade-off between:

Immediate

performance adaptability
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Resource Allocation: Results

0.9 4= f
| - - T
- T N
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' |
| T | | I I
. l | N Lo
1 I Pl
_ - - I
T, = Percentage 0.8 Co oo -
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| _
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Medium training
time

Long training
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F. Mason, F. Chiariotti, and A. Zanella, “No Free Lunch: Balancing Learning and Exploitation at the Network Edge,”
in IEEE International Conference on Communications, Seoul, South Korea, 2022
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Conclusions

{-»SIGNET

) D_U'\?fj}
1. Networks require a more flexible \ o
architecture managed by multiple agents @) i
O—p \)
2. Communication, control, and resource Network

allocation must be jointly optimized

3. When resources are limited, performance is
inversely proportional to adaptability
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